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Abstract— The nonparametric estimation of the Bernoulli
regression function is studied. The uniform consistency
conditions are established and the limit theorems are proved for

al, 0<a<l1/2.

continuous functionals on C[a,l—
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I. INTRODUCTION

Let a random value Y takes two values 1 and 0 with
probabilities p (“success”) and 1— p (“failure”). Assume that
the probability of “success” p is a function of an independent
variable x€[0,1], ie. p= p(x)=P{¥ =1|x} ([1]-[3]). Let

i =1,_n, be the division points of the interval [0,1] which
are chosen from the relation

2i—1 —

Jn(x) = i=1,n,

-
—

where h(x) is the known positive bounded distribution density
on [0,1]. Let further Y, , i=1,_n , be independent Bernoulli
random with 214 =1|x,}=plx,)
P{Y,=0| x}=1-p(x), i=1,n. The problem consists in
estimating the function p(x), xe[0,1],

1,Y,,...,Y, . Such problems arise in particular in biology ([1],
[3]), in corrosion studies [4] and so on.

variables

by the sample

As an estimate for p(x) we consider a statistic ([5], [6]) of
the form

by (x)

= Pin (%) P2n (%)= -

$IEEE

where K( ) U is some distribution density (kernel) and also

K(x)=K(-x) xe(=o

numbers converging to zero an

)’ {b"} is a sequence of positive
d nb, —

II. STATEMENT OF THE MAIN RESULTS

Theorem 1. Assume that

K (x) is a function with bounded variation.

p(x) and h(x) are also functions with bounded variation

on [0,1],and A(x)= x>0, xe[0,1].

Then the estimate (1) is asymptotically unbiased and
consistent at all points x € [0,1] where p(x) is a continuous

function. Moreover, it has an
distribution, namely:

\/;l;(fn,, (x)-Ep, (x))o‘1 (x)———d—>N(O,1),
2oy PE(-p(x) ¢ ,
c (x)——pﬁjl( ( )du

Theorem 2. Let K(x),

asymptotically normal

p(x) and A(x) satisfy the
conditions of Theorem 1, and also p(x) is continuous function

on [0,1]. Let further ¢(¢) e L, (~o0,o0),

o(1)= Te”“K (x)dx .

—o0

(a;) Let nb,f — o0, then
D, = sup ’ﬁ" (x) x)'—P—>0,
XEQ

[b,f‘,l ~by], 0<a<l.

(by) If Zn‘sab;s <o forsome s>2,then D, -0 as.

n=1

Corollary. Under the conditions of Theorem 2,
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sup |p, (x)- p(x)’ -0

xe[a,b]
almost surely for any fixed interval [a,b] ¥ (0’1) z
b.=n"

Assume that 7 i
Theorem 2 are fulfilled:

=0 . The conditions of

n?b, > if 0<y<—;-,

and

Zn’”zb;“'mo if 0<}/<E, §>2.
2s

n=1

Let us introduce the following random processes:

To (1) = ) E By 1) ()

7, (6) = (o () o)) ()

where

1/2
()
v [mu)(l—p(u))] |

K(x)=0

Theorem 3. Let satisfy the condition (a) of

Theorem 1 and, besides, K(x):O for IxIZI

[ K (x)ar=1
K(—x)=K(x) g 2 . Let further p(x) and h(x)
satisfy ~ the condition (b) of Theorem 1 and
0 <inf p(x) <supp(x) <1 x€[0,1]

)

)
If p(x) is continuous on [O’I] and nbj — oo as =2 o

then for all the continuous functionals /() on C[a,l—a]’
Tu(-

0<a<172 | the distribution of 4 ( ()) converges to the

distribution of f(W ()), where W(t—a)

Wiener process.

. aSlS]—a’ isthe
2 4
i 5 2l and 7 (x) has bounded derivatives
T (-
up to second order, then the distribution of f( 4 ( ))

converges to the distribution of F (W ()) )

Corollary. By virtue of Theorem 3 and Theorem 1 from [7,
p. 371] we can write

$IEEE

This result enables us to construct the test of the level o ,
0 <a <1, for checking Hypothesis H ,, by which

Hy: p(x)=py(x), a<x<l-a

when the alternative hypothesis is

His p) =) [0 () (),

-1/2

v (x) =h(x) (o (x) (1 o ()

Further note that the functionals

£ (x ()) = sup lx (l)l,

ast<l-a

and

are continuous on C [a,l—a] . Therefore Theorem 3 also

implies
LA A0()
and
LT O)== L))
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