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Abstract— In this paper, the identification problem of nonlinear 

dynamic systems is transformed into the discrete optimization 

problem of functional defined by a set of  ,  ( )-  and it is 

solved by recursive algorithms of adaptive approximation. 
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In this paper, the adaptive algorithms are given for non-
linear binary dynamic systems (BDS). The general form of 

such dynamic systems is represented by      order logical 
difference equations as  

 

 , -   ( ,   -    ,   -  ,   -    ,    -)  , (1) 

 

where  , - ,  , -  is input and output variable respectively. 

 ( )  is a non-linear Boole function given on the arbitrary 

complete system. 

Nonlinear BDS’ can be given by means of first order 

logical difference equations . 

 

                          ⃗, -   ( ⃗,   -  ⃗,   -),          (2) 

where  

 ⃗, -  (  , -      , -) , 
                             ⃗, -  (  , -       , -) .                       (3) 

 

Are input and   output  boole  vectors respectively. 

Identification of binary dynamic systems consists of 

constructing the equation of dynamic systems corresponding 

to input and output variables. 

For different representation of nonlinear binary dynamic 

systems, let us apply adaptive approximation to identification 

problem. 

To solve this identification problem, according to    order,   

logical difference equations of the dynamic systems need to be 

determined in the best way. So we consider      

dimensional state vector, 

 

     ⃗⃗, -  ( ,   -    ,   -  ,   -    ,    -) .(4)               

 

By virtue of (4), (1) can be rewritten as 

 

                   , -   ( ⃗⃗, -).                         (5)  

  

Suppose that we consider the logical system {,V,}. We can 

rewrite right hand-side of (5) with accuracy of undetermined 

coefficient in the following form. 

 

 ( ⃗⃗, -)      , -    ̅  ̅̅ ̅, -      , -    ̅  ̅̅ ̅, -     
          , -       ̅̅ ̅̅ ̅̅ ̅     ̅̅ ̅̅ ̅̅ ̅, -       , -    ̅   ̅̅ ̅, -  ̅̅ ̅, -  

          ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , -     , -        , -  , -  , -  

  ̅    ̅̅ ̅, -  , -  , -     ̅   , -  ̅̅ ̅, -  , -          
                    , -  ̅̅ ̅, -        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , -     , -  

  ̅ ̅  ̅     ̅̅ ̅̅ ̅̅ ̅  ̅̅ ̅, -  ̅̅ ̅, -      ̅̅ ̅̅ ̅̅ ̅, -.                          (6) 

                                                        

Instead of the right hand side of (6), we may write arithmetic 

function as  

                          

                   ̂( ⃗⃗   ⃗)   ⃗  ( ⃗⃗),                               (7) 

 

where  

 

                     ⃗  (     ̅      ̅     ̅ ̅  ̅       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅     ̅̅ ̅̅ ̅̅ ̅)  ,        (8) 

 

 ( ⃗⃗, -)=(   , - (    , -)   , - (    , -)   

(    , -)(    , -) (         , -)     

(    , -)(    , -) (        , -) 

and 

                          ̅      ̅     ̅ ̅  ̅       ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅     ̅̅ ̅̅ ̅̅ ̅                          ( )              

          

are arbitrary binary numbers.                             

As indicated above for an arbitrary coefficient  ⃗ , we have 

 

                                  ( ⃗⃗)    ̂( ⃗⃗   ⃗).                                (10) 

 
Thus, the determination problem of the coefficient arises. 

So any function  

 ( ( ⃗  ⃗⃗)), 
which is dependent of the neighborhood, 

 ( ⃗  ⃗⃗)     ⃗  ( ⃗⃗), 

has to be minimal. 

To apply adaptive approach on   solution of the problem  it is 

 assumed that * ⃗⃗, -+ is a stationary random sequence. Then  it 

is transformed to  
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                      ( ⃗)    [ ( ( ⃗  ⃗⃗))]                             (11) 

                                                                 ⃗   ,  ( )-            
                                             

where  

 

   ,  ( )- =       ( )    ( )      ( )                 

                                     
The considered problem is transformed into the problem of 

minimal discrete functional defined on  a set of ,  ( )-  . 

In this representation, distribution of the stationary process is 

unknown but realization of function is mesurable. We can 

solve the problem by applying adaptive approximation with 

the aid of recursive algorithms providing that problem has a 

solution with pure and mix strategies. Finally, the problem is 

transformed to stochastic programming problem and the 

solution of this problem is shown at [4]. For instance, when 

we apply recursive algorithms to pure strategies, we get the 

following equation. 

 

        ⃗ , -   ⃗ ,   -   , - ̃  ( ( ⃗,   -  ⃗⃗, -)).   (12) 
 

If  the following conditions are satisfied, 

1)     , -    and when      ,  , -   , 

2)   ( (   )) is bounded for each  , -  , -, 
 

3) ∑  , -      
     ∑   , -    

   , 

then the functional  ( ⃗) is minimal when     . 
It is much more convenient to use (2) in some cases where 

output variables are given as boole vector. Thus, the previous 

identification method changes. Let us take *     + system as 

a complete system and substitute the function  

   

  ( ⃗  ⃗  ⃗)  ∑     

 ̂

   

( ⃗  ⃗)                                

 
 

    ̂                 (13) 

 

or  the  vector  

 ̂( ⃗  ⃗  ⃗ )   ( ⃗  ⃗) ⃗  
with the components of boole vector function 

 

 (̂ ⃗⃗  ⃗⃗) where
  

 ( ⃗  ⃗)  ‖   ( ⃗  ⃗)‖

 is a    ̂ matrice involving known arithmetic function. 

Moreover,  identification problem of BDS’ is transformmed to 

the following minimal problem of expected value .  

 

           ( ⃗)   * ( ⃗, -   ( ⃗,   -  ⃗,   - ⃗))+  ,  (14) 

 
where F is an arbitrary  pseudoboole function which has a 

pseudogradient. 

By applying recursive algorithms, we have the following 

form. 

 

 ⃗, -   ⃗,   -    , - ̃  ( ⃗,   -  ⃗,   -  ⃗,   -). 
        

If the necessary conditions are satisfied then the functional 

 ( ⃗) is minimal when     . 
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