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The subject of consideration of the present paper is construction of a certain approximate scheme for numerical solution of Lippman-Scwinger singular integral equations known in nuclear physics (see, e.g.[1-2])

$$
\begin{equation*}
\varphi\left(x ; x_{0}\right)+\int_{0}^{+\infty} \frac{N(x, y) \varphi\left(y ; x_{0}\right) d y}{y^{2}-x_{0}^{2}}=N\left(x, x_{0}\right) \quad\left(x_{0} \in(0,+\infty)\right) \tag{1}
\end{equation*}
$$

Solution of the indicated equation is supposed for this or that given values of the parameter of singularity $X_{0}$, at this the corresponding singular integral is considered in the Cauchy principal value sense. Structure of the kernels (potentials) is determined by the data of the initial concrete problem and in practical cases their calculation often requires application of numerical experiment. This circumstance evidently increases importance of application of possibly more accurate quadrature formulas to approximation of the corresponding integrals in equation (1). We note here also that in the theory of such equations, certain concrete potentials, whose structure and properties at arbitrary variation of the variables $x, y$ in the interval $(0,+\infty)$ are characteristic in a known sense for a number of other classes of potentials, play a significant role. From this point of view we may note as an example the known in literature potential of Yukawa

$$
N(x, y)=\frac{v}{4} \ln \frac{(y+x)^{2}+\eta^{2}}{(y-x)^{2}+\eta^{2}}\left(v=-\frac{50}{41.47}, \eta=0.7\right)
$$

also the so-called Reid's potential representing a certain linear combination of the similar logarithmic expressions with given concrete coefficients. We note that the structure (differential properties) of such potentials having even such relatively simple form, complicates construction of more or less effective in the sense of accuracy numerical algorithms, which besides certain difficulties in the corresponding theoretical considerations, is confirmed by calculation practice also.

From the existing calculation schemes in this direction we firstly apparently may mention the scheme from [3], with the help of which some numerical results (in the case of the mentioned above potential of Reid) are given ibid. Further, there are also works [4,5] dealing with investigation of accuracy and questions of solvability of calculation schemes for such equations. Note that consideration of the integral in (1) in the form

$$
\int_{0}^{+\infty} \frac{N(x, y) \varphi\left(y ; x_{0}\right)-N\left(x, x_{0}\right) \varphi\left(x_{0} ; x_{0}\right)}{y^{2}-x_{0}^{2}} d y
$$

and further, its reduction to an integral with finite limits with the help of one or another substitution is a base for the above mentioned schemes (evidently, influence of calculation errors in the values of $N(x, y)$ when applying quadrature formulas to the schemes based on such transformations may turn out to be more perceptible in the error of the result).

In this paper a concrete numerical scheme of different structure for approximate solution of the equation (1), based on direct application of the Gauss quadrature formulas is offered (after reducing to an integral with finite limits). Possibility of application of such formulas to singular integrals with Cauchy type kernels is well known nowadays and can be realized under the condition that the points of singularity belong to a concrete discrete set of points (see e.g. [6]). In the case considered here, having integrals with knowingly fixed singularities, the Gauss
accuracy, as it is shown further, is realized introducing a numerical parameter which is determined in the way indicated below. Note that one of such schemes using Chebyshev's knots is offered in the paper [7]. Although the mentioned scheme holds a certain simplicity, clarification of the question of improvement of the error estimate $O\left(n^{-1} \ln n\right)$ of the corresponding quadrature scheme given there, encounters difficulties. Below, a considerably convenient from our viewpoint calculation scheme for numerical solution of the equation (1) with likewise Gauss accuracy rate is stated with respect to which more accuracy rate $O\left(n^{2} \ln n\right)(n \rightarrow \infty)$ is developed. At this it is important also that the corresponding scheme has significantly convenient structure among similar schemes from the viewpoint of its practical realization. Proceeding to construction of the mentioned scheme we consider in the concerned integral $y=y(t)=c\left(-1+1 / t^{2}\right)(0<t \leq 1)$, where the constant $c(c>0)$ is supposed to be arbitrary for a while. Using afterwards a number of transformations, the corresponding integral is brought to the form

$$
\frac{2}{c+x_{0}} \int_{0}^{1} \frac{t d t}{\left(t^{2}-\frac{c}{c+x_{0}}\right)\left[t^{2}\left(1-\frac{x_{0}}{c}\right)-1\right]}
$$

Further, we transform the obtained integral applying the identity

$$
\frac{t}{t-\sqrt{\frac{c}{c+x_{0}}}}=\frac{1}{\sqrt{\frac{c}{c+x_{0}}}}\left(\frac{t^{2}}{t-\sqrt{\frac{c}{c+x_{0}}}}-t\right)
$$

In the issue the initial integral is reduced to an expression involving the following difference of two integrals (one of which is singular and the other is regular):

$$
\begin{equation*}
\int_{0}^{1} \frac{t^{2} N(x, y(t)) \varphi\left(y(t) ; x_{0}\right) d t}{\left(t^{2}-\frac{c}{c+x_{0}}\right)\left[t^{2}\left(1-\frac{x_{0}}{c}\right)-1\right]}-\int_{0}^{1} \frac{t N(x, y(t)) \varphi\left(y(t) ; x_{0}\right) d t}{\left(t+\sqrt{\frac{c}{c+x_{0}}}\right)\left[t^{2}\left(1-\frac{x_{0}}{c}\right)-1\right]} \tag{2}
\end{equation*}
$$

For the sake of brevity the first integral in (2) can be written in the form

$$
\begin{equation*}
\int_{0}^{1} \frac{N(x, y(t)) t^{2} \varphi\left(y(t) ; x_{0}\right) F\left(t, x_{0}, c\right) d t}{t-\sqrt{\frac{c}{c+x_{0}}}} \tag{3}
\end{equation*}
$$

where

$$
F\left(t, x_{0}, c\right)=\left\{\left(t+\sqrt{\frac{c}{c+x_{0}}}\right)\left[t^{2}\left(1-\frac{x_{0}}{c}\right)-1\right]\right\}^{-1} .
$$

Integral (3) has singularity with kernel $t-\sqrt{\frac{c}{c+x_{0}}}$ for arbitrary $c>0$. At this introduction of the parameter $c$ enables us to pass from the initial integral with fixrd singularity in equation (1), to a singular integral with movable singularity, which gives us possibility to apply quadrature formulas to singular integrals (in the sense remarked about the results in [6]). For
any fixed $X_{0}$ this is realized by proper choice of the free parameter $c$. Noting this firstly we will proceed to construction of the proposed scheme. Herewith we will pay a principal attention to singular integral (3). Considering below $n$ even, we apply a quadrature formula

$$
\begin{equation*}
\int_{0}^{1} \frac{N(x, y(t)) t^{2} \varphi\left(y(t) ; x_{0}\right) F\left(t, x_{0}, c\right) d t}{t-\sqrt{\frac{c}{c+x_{0}}}} \approx \sum_{k=1}^{n} \frac{A_{k n} N\left(x, y\left(t_{k n}\right)\right) t_{k n}^{2} \varphi\left(y\left(t_{k n}\right) ; x_{0}\right) F\left(t_{k n}, x_{0}, c\right) d t}{t_{k n}-\sqrt{\frac{c}{c+x_{0}}}} \tag{4}
\end{equation*}
$$

to this integral (for a while formally). Here $\left\{t_{k n}\right\}_{k=1}^{n},\left\{A_{k n}\right\}_{k=1}^{n}$ are the knots (the zeros of the Legendre polynomial) and coefficients of the Gauss quadrature formula respectively in the interval $(0,1)$. According to the results mentioned in [6], formula (4) has the highest ( $2 n$ in the given case) algebraic accuracy rate, when the corresponding point of singularity $\sqrt{c / c+x_{0}}$
belongs to the set of zeros of the second kind Legendre function [([8], \$6.9)], corresponding to the given $n$ (in the present case we should note that these zeros belong to interval $(0,1)$ ).

Taking into account mentioned above, we get convinced that the structure of the construction of approximate scheme stated here gives possibility to use the simplest of them _ (rational) zero $1 / 2$. Due to it, the corresponding parameter $c$ is determined from the condition $\sqrt{c / c+x_{0}}=1 / 2$, from which we get $c=x_{0} / 3$. Thereby we come to possibly more simple Gauss quadrature formula in the singular case.

In the second (regular) integral firstly we will use identity $\frac{t^{2}}{t+\varepsilon_{n}}+r_{n}\left(t ; \varepsilon_{n}\right)=t$, $r_{n}\left(t ; \varepsilon_{n}\right)=t\left(1-\frac{t}{t+\varepsilon_{n}}\right)$, where it is supposed that $\varepsilon_{n}=O\left(1 / n^{2}\right)(n \rightarrow \infty)$. Taking this into account, after having changed the factor $t$ by $t^{2} / t+\varepsilon_{n}$ in the numerator of the corresponding integrand, we will use the Gauss quadrature formula as well to the mentioned integral (with the same knots $\left\{t_{k n}\right\}_{k=1}^{n}$ and coefficients $\left\{A_{k n}\right\}_{k=1}^{n}$ ).

The rate of the practically realizable accuracy, as it is usually at numerical solution of integral equations by a quadrature method, is specified by differential properties (order of differentiability) of densities of approximable integrals in (2). The basic investigations from this viewpoint are connected with the expression $N(x, y(t)) t^{2} \varphi\left(y(t) ; x_{0}\right)$. Considering details concerning to this question, we will at this restrict ourselves by the case of the mentioned above Yukawa's potential.

Transforming the integral in (1) according to the scheme stated here, with the help of equalization of the corresponding approximating expression for $x=c\left(-1+1 / \tau^{2}\right) \quad(0<\tau \leq 1)$ to $N\left(x(\tau), x_{0}\right)$ we come to a certain functional equation (which finally can be reduced to a linear algebraic system with respect to values of the unknown function $\varphi$ ). Noticing that in the quadrature sum the values of the function $\varphi$ at knots $t_{k n}$ are involved at the values $t_{k n}^{2}$ and multiplying the corresponding functional equation by $\tau^{2}$, the obtained equation can be considered as an equation with respect to function $t^{2} \varphi$. The sense of such approach, first of all, is connected with development of the interesting for us convergence rate of the calculation scheme. At this we note that in the corresponding problems the final goal is determination of the value (for the given values of $x_{0}$ )

$$
-\operatorname{arctg} \frac{\varphi\left(x_{0} ; x_{0}\right)}{x_{0}} \quad\left(0<x_{0}<+\infty\right),
$$

called a phase of nucleon-nucleon interaction. In the given case having the approximate values $\left\{t^{2} \varphi\right\}\left(t_{k n}\right)$ found from the corresponding system, we can determine approximately the values $\tau_{0}^{2} \varphi\left(x_{0} ; x_{0}\right)\left(\tau_{0}^{2}=1 / x_{0}+1\right)$ and consequently, the corresponding values of the unknown phase in the form

$$
-\operatorname{arctg} \frac{\tau_{0}^{2} \varphi\left(x_{0} ; x_{0}\right)}{1-\tau_{0}^{2}} \quad\left(0<\tau_{0}<1\right)
$$

We will now stop at the question of convergence of the scheme (which, according to the above said, in the given case consists in study of behavior of derivatives of the function $N(x(\tau), y(t)) t^{2} \varphi\left(y(t) ; x_{0}\right)$ with respect to $\left.t\right)$.

Generally the basic question is behavior of the considered derivatives in the neighborhood of $t \rightarrow 0$. For this purpose we can use the asymptotic estimates $\varphi\left(x ; x_{0}\right)=O(1 / x)$, $\varphi^{\prime}\left(x ; x_{0}\right)=O\left(1 / x^{2}\right) \quad(x \rightarrow+\infty)$ obtained in [4]. Besides, on the basis of considerations developed in [4] concerning the indicated estimates, the estimate $\varphi^{\prime}\left(x ; x_{0}\right)=O\left(1 / x^{2}\right)$ $(x \rightarrow+\infty)$ can be obtained as well.

Using these estimates and remembering the remark about $\varepsilon_{n}$, we can assert validity of estimate $O\left(\ln n / n^{2}\right)(n \rightarrow \infty)$ with respect to the convergence rate of the offered scheme.
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