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Among the great number of optimal control problems, the problems of singular controls
in delay control systems draw attention of researchers [1]. Notice that the transformations
method in variation spaces is most convenient for studying optimality of controls singular in the
classic sense [2]. It is easily generalized to multi-dimensional singular controls [3].

The present paper is devoted to the investigation of controls singular in the classic sence
and analogous results are obtained for a delay controls system [4]

Consider the system

X(t) = f(x(t),u(t),ut —hy,t),teT =[t,,t], 1)

X(ty) = %,, U(t) = p(t),t €[t, —ht,), @)
where X = (Xl,...Xn)' is N-vector of phase coordinates, U= (U,,...U, ) is T -vector of

control actions, the prime is transposition sign, h=const >0,

Let U be an open set of I' -dimensional Euclidean space E". By C(T R Er) denote
a class of piecewise continuous and sufficiently piecewise — smooth vector functions

ut):T > E'.

Each piecewise — continuous and piecewise — smooth function U = U(t), teT de.

uct) e G(T, E' )) accepting the values from U :
ut)eU,teT (3)

is said to be an admissible control.
Problem. Minimize the functional

J(U) = D(x(t))) )
on trajectories of problem (1), (2), generated by admissible controls (3).
We’ll assume the vector functions f (X,U,U,t),(X,U,U,t) e E"XUXUXT and

o), te [to —h, to] sufficiently smooth and sufficiently piecewise smooth, respectively
(exact assumptions for their analytic properties will directly follow from the representation form

of final results), the function ®(x),x< E" is assumed to be continuous together with its partial

derivatives up to second order inclusively.
Under these conditions, it is easy to show by the successive approximations method that
each admissible control generates a unique sufficiently piecewise —continuous, smooth solution

of problem (1), (2), that will be assumed determined everywhere on T. The pair (U(X), X(1))
generates an admissible process.

The admissible control U(t),t € T , being the solution of problem (1)-(4), is said to be
an optimal control, the process (U(X), X(t)) an optimal process.

2. We’ll carry out investigation on the base of the second variation of the minimized functional
(4). Let (U(X), X(t)) be a fixed admissible process. By the scheme of [5, pp.51-57] it is easy
to establish that the conditions
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5'J(u;du(t)) = —tj [H ®)su(t) + H, (t)dut —h)jt =0, (5)

t

&7 J(u; 8u(1)) = X' (1, )P, (X(t, ))OX(t,) - tf [XOH,, (D)) +

+OU'(H)H , (DAU(t) + AU (t—h)H (DUt —h) + 25X (t)H, (H)du(t) + (6)
+ 20X (H)H , (H)du(t — h) + 280" (H)H,, (H)du(t — hydt > 0,
are fulfilled along the optimal control U(t),t € T forall SU(t) € C(T JE' ).

Here, O0'J (1)is the first, & 2J(-) is the second variation of the functional (4);
oU(t),t €T is a variation of the control U(t),t €T, oX(1),t €T is a variation of the
trajectory X(1),t € T being a solution of the system

ox(t) = f (t)ox(t)+ f,(Hou(t)+ f (t)out—h),teT,
X(t,)=0, dut)=0, telt,—ht,);

H@, x,u,0,t) =wf(x,uo,t), H(t)= H, (w (1), X(t),u(t),v(t),1),

v(t) =u(t—h), fﬂ t)= fﬂ(X('[),u(t),U(t —h),t),teT, Ht)=0, npu t > t,,
H,, (1) =H,,, (i (1), X(),u(t), v(),1), 1.V & {x.u.0};
where y/(t) is a solution of the conjugated system

() =—H, (D).t T, w(t) =0, (xE )y 1) =0,t>t. (®)
(5), (6) yield the classical necessary optimality conditions (analogies of Euler equations
and Legendre-Klebsh conditions) [1].

H,(t)+H, (t+h)=0, teT, )
wW[H,(t)+H, (t+h)w<0, teT, vweE'. (10)
Definition 1. [5]. The admissible control u(t),t eT, satisfying (9) is said to be singular
(in the classic sense) if

(7

rang[H,, (t)+H, (t+h)]=0, teT.

Our goal is to investigate such singular controls.
Introduce the matrix functions determined by the recurrent formulae:

0 L1(t) = £, (00, [0~ L g [at). k=12....

dt (11)
golul(t)= f,(t), weluv);
where

O X (t) ( )5X( )+ gk[u](t)5ku(t)+ gk[U](t)5ku( _h)> teT, (12)

S5X(t,)=0, Sut)=0, telt,—h, t)k=0,1.2,..,

su(t)=au(t).teT, o,x(t)=oxt)teT,

(t)=j5 u(r)dz, teT,su(t)=0, telt,—ht] k=012,.., (42
Gll)= Hol0)g L)~ 106, L)) - S 6, [ut), k=12.... (14)

dt

Gylult)=H,, ) teT. ueluv
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L Le]t) = =g, [)OH O g []t) + 200 [ )G, []t) +
el ldve, (o) k=12...
L[uft)=H (). teT.
W(s,7)= [ As OH (A, )t At )0 (X0 )AEL ) (s7)eTxT,
0A(s,t)

(15)

= f (H)A(st), t,<s<t<t, AsS)=E, A(st)=0,s>t (E-

where

is a unique N x N-matrix);

Rlu.v)(s.7)=g[u)(s)i2 (s 7)G [ole)+ ¥(s.7)glo)c)) (s.7) e TXT, k=0.L....
Qlu.o]t)= g ult)G [ult)+ gilo)t+ NG o)t +h) teT: k=0.....

The following theorem is easily proved by means of the modified variant of
transformation of variations [4,6] as a convenient method it uses a Legendre polynomial [7],
and also takes into account (11)-(15) by the scheme from [8, pp.107-135]

Theorem. Let the conditions

L [ult)+ L [olt+h)=0,vteT,m=0,1,.,k, ke{0,12,.}
be fulfilled for the control U(t ), t €T singular in the sense of definition 1.
Then for optimality of the control U(t ), t €T the relations
0'{R, [u,ul@,0)+2R [u,0)8,6 +h)+ R [v,0[6+h,6+h)lT<0,m=0,,....k;
Q,[u,0])0)-Q.[u,v]@)=0,m=0,,...k;
0'{L, [uko)+ L [o)o+ h)ja = o,
should be fulfilled for all @ € [t,,t,), 0 € E'.
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