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Productivity of the computer network is dependent on the period aspect operating When 
testing the productivity the duration of the computation process is the most important. The 
usage of the stochastic models is caused by the randomicity of the forming, calculating and 
transmitting processes. The stochastic models are the queueing systems and nets of different 
classes [1]. We build the mathematic models of the commutating networks and investigate the 
parameters of the real computation systems operating by the theory of queues [2]. 

Parallelism of information processing is one of the main principles in the modern network 
design [3, 4]. So analysis of the mathematical models with parallel operating service units and 
common arrival processes is of great practical importance. 

We consider the queueing system that has two service units with unlimited number of 
servers. There exists arrival Markov-modulated Poisson process of double customers (MMP(2)) 
where the matrix of infinitesimal characteristics is Q and the set of nonnegative numbers is kλ , 

Kk K,3,2,1=  [5]. Two demands come simultaneously into the system at the moment events 
approach in considered arrival process. 

One of the customers comes into the first unit, the other comes into the second one. Every 
customer occupy one of the free servers and is serviced during random time distributed with the 
exponential law where parameters are µ1 and µ2. This defines the dispatching rule. 

We investigate two-dimensional stochastic process{ })(),( 21 tntn , which characterizes the 
number of busy servers in the first and the second service units at the moment t .  

If the arrival process is not Poisson then the process { })(),( 21 tntn  is not Markovian. But 
three-dimensional stochastic process ( ){ })(),(, 21 tntntk  is the Markov chain. Where )(tk  - is 
the state of the controlling Markov chain so using investigation methods of the Markovian 
processes we define joint probability distribution  

{ }221121 )(,)(,)(),,,( ntnntnktkPtnnkP ==== . 
For probability distribution ),,,( 21 tnnkP  we obtain the system of the differential 

Kolmogorov equations  

+−−λ++μ−μ−λ−=
∂

∂ ),1,1,(),,,()(),,,(
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t
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∑
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νν++μ+++μ++
k

kqtnnPtnnkPntnnkPn ),,,(),1,,()1(),,1,()1( 2121222111 .      (1) 

The initial conditions are )(),0,0,()0,,,( 21 kRtkPnnkP == , where )(kR  is the stationary 
probability distribution of the Markov chain states )(tk . 

We solve the system (1) in steady-state conditions.  
Consider the characteristic functions  
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where 1−=i  - is the imaginary value. 
Consider, that  
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from (1) we get equations for ),,( wukH : 
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)()0,0,( kRkH = . 
The system of the differential equations for characteristic functions ),,( wukH  can be 

written by matrix: 
( ) ( ) ( ) ])1([)1()1( )(

21 QΛHHH
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where 
( ) [ ]L),,,2(),,,1( wuwuu,w HHH = , 
[ ]kqν=Q  – is the matrix of infinitesimal characteristics, 

Λ  – is the diagonal matrix with elements kλ  on the main diagonal, 
E  - unit vector.  

 
The moments of the first order 

From the characteristic functions [7] we have  
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Consider [ ]),...2(),1( 11 mm=1m , [ ]),...2(),1( 222 mm=m , so 
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Where 1m , 2m are the mathematical expectation of the customers number serving in every unit.  
We differentiate equation (3) by variable u : 
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So if 0== wu  then vector 1m  is 
RΛQmm 11 +=μ1 ,      (5) 
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and  
[ ] 1

11
−−μ= QIRΛm .      (6) 

Summing up all the equations of system (5), we get the average number of busy servers in the 
first service unit 

ERΛ
1

1
1
μ

=m . 

In the same way we find the moment of the first order for the second service unit by the 
differentiating equation (3) with variable w . Having 0== wu , we find vector-line  

[ ] 1
22

−−μ= QIRΛm ,      (7) 
and the average number of busy servers in the second service unit  
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=m . 

 
The moment of the second order 

We find the initial second order moments of the busy servers count in the first service 
unit by differentiating equation (4) with u  
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Note that  
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we consider [ ]),...2(),1( 2
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where −2
2

2
1 ,mm are the second moments of the customers number serving in every unit.  

We get an equation for the moment of the second order for the first service unit 
[ ] [ ] RΛΛImQIm +−μ=−μ 22 111

2
1 . 

Substituting for (5) we get  
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Similarly for the second service unit 
[ ] [ ]{ }[ ] EQIΛIQIIRΛm 1
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2
2
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We get the correlation moment for two-dimensional stochastic process { })(),( 21 tntn  by 
differentiating equation (4) with variable w 
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For the characteristic functions there exists  
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Denote ( ) ( )[ ]K2,1 mm=m , then mkm
k

==∑ )(Em .  

Substituting 0== wu  in (9) and taking into account (10), we obtain heterogeneous system of 
linear algebraic equation  
[ ] RΛΛmmQIm 21 ++=−μ+μ )()( 21 . 

Summing up all the equations of the system we get the correlation moment of the two-
dimensional stochastic process { })(),( 21 tntn  

( )( )ΛEmmERΛ 21 ++
μ+μ

=
21

1m , 

where vector-lines 1m , 2m  have been already defined. 
The average workload of computing devices can be defined by the determined stochastic 

characteristics. Therefore the productivity of the computation system can be further estimated. 
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