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We consider a class of inverse problems for dynamical processes described by discon-
tinuous systems of ordinary differential equations. The form of these equations changes depend-
ing on whether the state of the process belongs to one or another sub-domain of the state space. 
Problems of this kind arise while investigating, modeling, identifying, and controlling many 
technical objects and technological processes taking into account the impact of the mutable en-
vironment on the process. These problems have been considered by many authors [4-6]. In con-
trast to the works implemented before, the present work is mainly dedicated to the identification 
of switching or discontinuity surfaces. 

Formulas providing the components of the gradient of the chosen performance criterion 
with respect to the identifiable parameters are established in the work. These formulas make it 
possible to implement first order optimization methods and to obtain numerical solutions to the 
considered problems. 

We assume that the dynamics of the investigated object is described by a discontinuous 
system of non-linear differential equations with variable structure of the form: 
 ( ) ( ) ( )( )tptxftx ll ,=&  with ( ) ( ) ( ] LlTttXtx l ,...,2,1,,0, =∈∈ . (1) 

Here ( ) nRtx ∈  is the vector designating the state of the process; ( ) lrl Rtp ∈ are the values of the 

parameters when the state of the process ( )tx  belongs to ( )tlΧ ;  ( )tlΧ  are corresponding sub-
domains (zones) of the space of all possible states of the process X , i.e. 

( ) LlRt nl ,...,2,1, =⊆Χ⊂Χ . Vector-functions Llf l ,...,2,1(.,.), =  are given to within the 

functional parameters ( )tpp ll =  and are continuously differentiable on all their arguments. The 
zones of the phase space 
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are simply connected and defined by their boundaries by means of identifiable and two times 
continuously-differentiable functions ( ) ( ) ( ) ( )( )txgtxgtxgtxg L ,,...,,,,, 121 −= . We assume that 

the known vector-functions Llf l ,...,2,1(.,.), =  and the unknown vector-function ( )txg ,  sat-
isfy the conditions: 

 ( ) 1, mpxf kk < ,     ( ) 2, mpxf kk <∇ ,     ( ) 3, mtxg l < ,     ( ) 4, mtxg l <∇  (3) 

at [ ]Tt ,0∈  and LkLlXx ,...,2,1,1,...,2,1, =−=∈ , where 4,3,2,1, =imi  are given positive 
values, 
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The vector-function ( )tx , i.e. the solution to (1), is everywhere continuously-differentiable ex-

cept for the points of time lt  when the trajectory hits the discontinuity surface ( )( ) 0, =ll
l ttxg , 

1,...,2,1 −= Ll .  
Introduce the notations 
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In real problems, parameters ( )tpl  must satisfy some constraints resulting from technical and 
technological considerations.  

In the aim of identifying the unknown parameters, N  independent observations have 
been carried out over the dynamics of the process at different initial conditions: 
 ( ) Nixx ii ,...,2,1,0 0 == . (5) 
At that the current state of the process ( )tx  will depend on its initial condition 0x , on functions 

( ) 1,...,2,1,, −= Lltxgl , and on the corresponding values of the parameter ( )tp , i.e. 

( ) ( )gpxtxtx ,,; 0= . It is evident that the initial states of the object Nixi ,...,2,1,0 = , the values 

of the parameter ( )tp , and the switching surfaces ( ) 1,...,2,1,0, −== Lltxg l  are independent 
of each other.  

There may be observations over some components or over the whole vector of the state of 
the object at different points of time: 
 ( ) ( ] NiNjTtxgpxtx iij

iji
ij

i ,...,2,1,,...,2,1,,0,,,; 0 ==∈= ,     

particularly at final point of time T  
 ( ) NixgpxTx i

T
ii ,...,2,1,,,; 0 == . (6) 

Here iN  is the number of points of time at which observations have been carried out over the 

state of the object with initial condition ix0  at i th experiment. There may also be observations 
over the state of the object at different initial conditions at some time intervals: 
 ( ) ( ) [ ] [ ] NiNjTttygpxtx iijijijij

ijii ,...,2,1,,...,2,1,,,0,,,,; 110 ==<⊂∈= −− ττττ . 

Here iN  is the number of time intervals at initial condition ix0 , at which observations have been 
carried out over the object. Observations may also be of mixed type, i.e. both pointwise and in-
terval. 

In this work, we consider the most frequently occurring case in practice when the identi-
fiable parameters are piecewise constant functions: 

 ( ) lrlll Rpconstptp ∈== ,  with ( ) [ ]TtLlXtx l ,0,,...,2,1, ∈=∈ . (7) 
The case when ( )tp  is a function of time has been considered by many authors [6]. That is why 
in this work, we pay comparatively little attention to the identification of the values of the pa-
rameter ( )tp . 

The investigated problem then consists in determining ( )1−L -dimensional vector-

function ( )txg ,  and finite-dimensional vector rRp∈ . In case of observations (6) one can use a 
mean-square performance criterion  

         ( ) ( )( )∑=
=
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0 ,,,,;1, ,  ( )( ) ( ) 2

00 ,,;,,,,; nR
i
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iiii
i xgpxTxgpgpxTxI −= . (8) 

Then the investigated identification problem is reduced to a problem of parametrical op-
timal control, consisting in the minimization of functional (8) with respect to (1)–(7). 

In the aim of determining the functions ( ) 1,...,2,1,, −= Lltxgl , we propose to param-
eterize them with the help of some known finite system of linearly independent continuously-
differentiable functions ( ){ } vitxi ,...,2,1,, =ϕ  using the representations of the functions 

( ) 1,...,2,1,, −= Lltxgl  in the form 
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In this case the problem of determining the functions ( ) 1,...,2,1,, −= Lltxg l  is replaced by a 

problem of identifying the vector να R∈ . 
Thus, we consider the parametrical identification problem (1)-(8) with respect to the fi-

nite-dimensional vector ( ) rRp +∈ να , . On the one hand, this problem represents a parametrical 
optimal control problem, and on the other hand, one can consider it as a finite-dimensional op-
timization problem of specific kind (class).  

We obtain formulas providing the components of the gradient of functional (8): 
( ) ( ) ( )( )gpJgpJgpJ p ,,,, ∇∇=∇ α , which make it possible to formulate first-order necessary 

optimality conditions, as well as to use known efficient first-order numerical methods and pro-
vide numerical solutions to the identification problem (1)-(8) [2]. 

Let ( )p,α  be some admissible values of the parameters, with respect to which we want to 
obtain formulas for the gradient of the target functional as well as first order necessary optimal-
ity conditions. Suppose that the input data and functions participating in the statement of the 
considered problem are such that for arbitrary admissible values of the parameters p  and possi-
ble positions of the discontinuity surface ( ) 0;, =αtxg  from the neighborhood of the val-
ues ( )p,α , the trajectory of the system necessarily hits each discontinuity surface but only once 
and never slides over it, i.e. there always holds true the condition 

 ( )( ) ( )( ) ( )( ) 1,...,2,1,0;,,,;, −=>≥+ Llttxgptxfttxg llt
l

l
l

llx δαα . (9)  

Here [ ] 1,...,2,1,,0 −=∈ LlTtl , are moments of time when the trajectory hits the discontinuity 
surfaces; at that the point and moment of intersection is stable to small perturbations of the pa-
rameters. This condition is not of principal value, but the case when it does not hold true neces-
sitates carrying on additional computations for the sections of the trajectory which are on the 
discontinuity surface. 

The following remark is of important value. It is evident that the experiments and results 
of observations (6) are independent of each other. The same is true for the items of the func-
tional (8). This means that the following formula takes place 

 ( ) ( )( )∑∇⋅=∇
=

N

i

ii
i gpgpxTxI

N
gpJ

1
0 ,,,,;1, . 

That is why in order to obtain formulas for ),( gpJ∇  we need to obtain formulas for the gradi-

ent with respect to individual items ( )( )gpgpxTxI ii
i ,,,,; 0∇ . To this end we use the formula of 

the increment of the target functional that is obtained at the expense of the increment of the val-
ues of the parameters ( )p,α . 

In the general case for the set of initial conditions and for all ν,...,2,1=s  we obtain the 
following formulas for the components of the gradient of the target functional: 
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where 
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and ( ) ( )ixtt 0;ψψ =  is the solution to the following conjugate system 

 ( ) ( ) ( )( ) ( )i
l

ll
ii xt

x
ptxfxtxt 00

*
0

* ,,;; Π∈
∂

∂
⋅−= ψψ& , (13) 

 ( ) ( )( )
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−=
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satisfying the following jump condition at the moment of time when the trajectory of system (1) 
hits the discontinuity surface 
 ( ) ( ) ( )( ) lllx

i
l

i
l ttxgxtxt σαψψ ⋅−+=− ;,;0;0 00 , 1,...,2,1 −= Ll . (15) 

In (13), ( ) NiLlxi
l ,...,2,1,,...,2,1,0 ==Π , designates the period of time during which the trajec-

tory of (1) with initial condition ix0  and the values of parameters ( )p,α  is in the zone lX . 
The following theorem holds true. 
Theorem (necessary optimality conditions). For the optimality of the vector α~  in prob-

lem (1)-(8), it is necessary that the following relation be satisfied: 

 ( ) ( )( ) ( )δαααααα αα ,~,0~,,,,,;1~,,
1

0 UgpgpxTxI
N

gpJ
N

i

i
i ∈∀≥−∑∇=−∇

=
, 

where ( )gpJ ,α∇  is determined by formulas (11)-(15); ( )δα ,~U  is δ -neighbourhood of the 
point α~ . 

Generalizing the results of the works [3, 5, 6], using the same scheme for the increment of 
the target functional as in case of formulas (11), it is not difficult to derive a formula for the 
gradient of the target functional with respect to the vector of parameters p . This formula is as 
follows: 

 ( ) ( )( ) ( )∑ ∫ ⋅
∂

∂
−=

= ⎟
⎠
⎞⎜

⎝
⎛Π

N

i ixl

i
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p
pgpxtxf

N
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1
0

0
0' ;,,,;1, ψ . (16) 

Here at the interval of time ( ) NiLlxi
l ,...,2,1,,...,2,1,0 ==Π , the vector p  takes on the value 

lp . It is evident that for each given initial condition ix0  there is a different period of time when 
the values of the parameters are constant. 
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