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Such an optimal control problem is investigated with the help of a new variant of the
increment method. This method essentially uses the notion of adjoint equation of integral form
and allows to cover the case when the coefficients of the equation are, generally speaking non-
smooth functions.

Necessary and sufficient optimality conditions were studied in the monographs of e.g.
L.S. Pontryagin, V.G. Boltyanskii, R.V. Gamkrelidze and E.F. Mishenko [1], R.Bellman [2] and
others. We notice also the work of A.I.LEgorov [3], K.T.Akhmedov and S.S. Akhiyev [4] and
etc. in which different classes of optimal control problems were studied.

Some classes of optimal processes related with non-local boundary value problems are
studied in the papers [5,6], as well.

Let a controlled object be described by the Manjeron equation

(Vz,zuxx)EDzDZ”( )+a21( )D{ Dulx )+a12( )DlDzzu(x)+az,o(x)Dlzu(x)—i—

Jrao,z( ) ( ) ZZGZJ(X)DIDI ( ) (x U( )) x=(x1,x2), (D

i=0 j=0
under the following separated multi-point initial boundary conditions

Vo(,lz))” = M(Tkagk): (D(Sko) €R;
Viu=Dulr,.&)=pl}) € R:

Vo(li)“ =D “(Tkafk)z (Dékl) €R;
V\u=D,Dyu(r,, & )=o) e R;

( “X =D, u(xl,(fk) kg(xl)eLp(Gl);
(V X D D u(xl,fk) (k)(xl)ELp(G1 );
(V38hukes)= D3ule, x:)=pf(x:)< L, (G )
(Vlflz‘)uX)cz)E DlDzu(Tk,xz)zq)l(Z)(xz)e Lp(GZ);

where gol.(,’}), i, =0, are the given constants, the remaining qol.("j.) are the given measurable

2)

functions; D, =6/6xk, (k=1,_2) is a generalized differentiation operator in S.L.Sobolev’s sense.
Besides, the given above a; ; (x) are measurable functionson G =G, xG,; G, = (0, h; ), i=12
and satisfy only the following conditions:
a,,(x)eL,(G) i.j=0L ay;(x)eL}}(G) j=0L a,,(x)eL;?(G), i=0L
Notice that here we assume, (rk,§k ), (k :I,_N) are the fixed points from 5; qo(x, U(x))
is the given function on G x R" satisfying Caratheodory conditions in Gx R", (i.e. (/)(x, U(x))

is measurable with respect to x on G for all given v € R" and continuous with respectto v on
R”almost for all given xeG) and for positive number &> 0 there exists such a function
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(og(x)eL (G) that |(0(x,u(x)1£¢)§(x) almost for all xeG and all veR" for which

ol =

( ) (U1 (x),...,ur (x)) is 7 -dimensional controlling vector-function.

Let the vector-function v(x) be measurable and bounded on G and almost at all points
x € G it accepts its values from some given set QQ < R". Then this vector-function is said to be
admissible control. A set of admissible control denoted by Q

Now, let’s consider the following non-local optimal control problem: find the
admissible controls is v(x) from Q,, for which the solution of non-local problem (1)-(2) in

the S.L.Sobolev’s space o
ueW??(G)=fu(x): DiDiu(x)e L, (G), i, j=02, |, (1<p<w)
delivers the least value to the multi-point functional

S(U k [ak”(fk» )"’ﬂk“(/lk ":k)"'?/k”(ﬂzg A )—)mln (3)

where (,u,g ),/1( ))eG are the given points; o, €R, S, €R and y, €R are the given

numbers; N is a natural number.
In order to obtain necessary and suffucients conditions of optimality at first we find the
increment of the functional (3). Let v(x) and v(x)+ Av(x) be different admissible controls,

u(x) and u(x)+ Au(x) be corresponding solutions of problem (1)-(2) in the space ngz’z)(G).

Then, the increment of functional (3) will be of the form

AS(v)= k [akAu(Tk’ )+ﬂkA”(:uk afk)+7kA”(ﬂ1£)’/1(K))]’ (4)

Obviously, here the function Au e W;S )(G) is a solution of the equation

(Vz,zA“Xx): Ago(x), )

satisfying trivial conditions

VAL=0, i=02, j=02, i+j<4, (6)

Ap(x)=plx, 0(x)+ Av(x)) - plx,v(x))

o(x
The operator V) = (Vo(o) ,Vl(o) :Vo(l):V1(1)aVz(o)aVz(l)sVo( ) V( ) Vs ) of problem (1)-(2) acts
from W*2(G) to E®Y = Rx Rx RxRx L,(G,)xL,(G,)xL,(G,)xL,(G,)x L, (G)

It is shown that the operator V) has the adjoimt operator

where

V(Z) = (a’(()ko) ) a)l( ,]B), wékl) > 601(];) ) wﬁ"o) , a)§’f1), a)(()kz) , a)l(f;) » @, 5 ), that acts in the space
E‘Sz,z) =RxRxRxRxL,(G,)xL,(G,)xL,(G,)xL,(G,)xL,(G) and satisfies the condition
( ) IIfZZx)(VZZMXXdG+ZZﬁ1 z]

i=0j=0

TN o S R A )}zc:z _

G[]O G210

:gg( ,]f)DD’ (70,60 )+ (a)Z;fXxl )07 Dulxi, &)+

1
+

) (wi(,g)fXXZ )DliDzzu(Tk > X )"' H(a)z’zfXx)DlzDzzu(x)dG = (V(Z)fxu), (7
G

i=0
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where /' = (fo,o s Sr0s fous Sras Jao (x:) Sa (x:) foz (x2) Sia (x2), S22 (x)) is an arbitrary linear
bounded functional in E/(Dz,z) and  u is an arbitrary function from ngz’z)(G) and
I/p+1/q=1.

Now, in equality (7) instead of u(x) we put the solution of problem (5)-(6), i.e. instead
of function u# we put the function Au . Then, it is valid the equality

f(V(k)A“): ,gfz,z (x)Aga(x)dG :g (a)z,zfxx)DlzDzzA”(x)dG = (V(Z)fXA“), (8)
forall fekFE éz’z). In other words,
= [[ 122 (AP +[[ (s, £ ) D3 Au(e G =0, ©)
G G

The function Au(x) as an element of the space W 2’2)(G) satisfies trivial conditions (6).

(
P
Using integral representation of functions from W (G)

“(X)ZZZ(xl _Tk) (xz _fk) D{Dj M(Tk’é:k)_'_ Z( ) .[(xl _Vl)DlzDzju(Vlafk)dVl +

i=0 j=0 =0 b
! i 7 in2 s 22

+ Z(:)(xl _Tk) J(xz _Vz)DlDzu(Tk’Vz)d‘/z + J _[(xl Vi )(xz _Vz)Dl Dz”(Vl’Vz)d"ld‘/z
1= Sk Tk Sk

we get akAu(Tk, )+ ﬁkAu(,uk ,fk)—i- }/kAu(,uk A ) HB ( )DlzDzzAu(x)dG, where
B, (x)=a; (7, —x, )(/1&0) X )9(7k - X )9(/1&0) _x2)+ﬂk (:uk - 1X§k =X, )‘9(#120) X )H(Stk —x)+

+7; (/1]((0) - X, Xﬂ,g{o) -x, )H(ﬂz({o) - X )9(/15{0) - X, ); 0(r)= {1’ 70 is a Heaviside function;

0, <0
Therefore, we can represent increment (4), of functional (3) in the form
AS(v)=[[ B(x)D} D] Au(x)dG, (10)
G
where, B(x) = % B, (x)
k=1
Now, using (9) we can write increment (10) in the form
AS(v)= _U [B(x)+ (a’z,zfxx)]Dlz D3 Au(x)dG ~ ” S22 (¥)Ag(x)dG, (11)
G G
where
h1 h2
(a)z 2fXx -X )(Vz — X )ao,o (Vl sV )fz,z (Vl »Va )d‘/ldvz +
xl XZ
b2 hy iy
+JI( )aIO(VI’VZ) 22(‘/1:‘/2)‘1‘/ de*’JJ( xl)‘10,1(Vls‘/z)fz,z(‘/la‘/z)d‘/ldvz+
X1 X X1 X2
hyhy
+ ,[ Iall(vlﬁvz) 22(V1’V2)d‘/ dv, +.[( xz)az,o(xlavz) z,z(xlavz)dvz +f2,2(x)+
X1 X x2
hy Iy
+ .[aZI(xlﬂvz) 2 2(x1,V2 )dV2 + J.( - X )ao,z(Vl’xz )fz,z(‘/l’xz )dV1 + jal,z(V1aX2 )fz,z(‘/laxz )d‘/l-
xp X1 X1

Since ®,, depends only on an element f, i.e. on f,,,the equality (11) is valid for all

fra €L, (G) For simplifying expression (11) we introduce the equation
(a)z’zfz,z Xx)+ B(x)z 0, xegG, (12)
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that will be said to be adjoint equation for optimal control problem (1)-(3) and as the function
fan (x) we take the solution of equation (12) in L, (G) Then formula (11) will take the simple

form:  AS()=~[[ £, (x)Ap(x)dG.
G
Now, for the fixed p=(p,,p,)e G we consider the following needle shaped variation of
-y,  xeG

admissible control v(x): Au(x): where 0eQ,, £>0 is a sufficiently

0, xeG/G,

2 2 2 2
The control v,(x), determined by the equality v,(x)=0v(x)+ Av,(x) is an admissible

£ & £ £
small parameter, G, = (pl -——, P+ —j X (pz -——, 0, + —J.

control for all sufficiently small £>0 and all 0eQ,, peG, called needle-shaped
perturbation of the given control v(x).

S0 )= 5(0) =[] £z (elple.vlx)+ Av, () - ol o()HG =
= /2 (Wlolx.0) - plx. oG,

As the optimal control problem (1)-(3) is linear, the following theorem follows from (13).
Theorem. Let f,, (x)e L, (G) be a solution of adjoint equation (12). Then for the

Obviously

(13)

optimality of the admissible control U(x) it is necessary and sufficient that almost for all
x € G, the maximum condition be fulfilled

max H(x, San (x), 13)= H(X, San (x), U(x))’

where, H (x, San ,u) = fz,z(p(x,u) is a Hamilton-Pontryagin function.
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