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It is known that Boolean programming problem (BPP) belongs to $N P$ hard problems. Sometimes it is impossible receiving optimal solution of BPP. Since the mathematical models of many economic problems are written as BPP it is necessary to find some suboptimal solution which may be acceptable in practice. For finding suboptimal solutions of BPP are devoted many works [1-4] and suggested a lot of approximate methods. However, the receiving solutions of those methods may be seriously different from an optimal solution. Therefore, developing efficient methods for finding suboptimal solution for BPP are theoretically and practically important. In present work we suggest a new approximate method for solving BPP.

We consider the following problem BPP:

$$
\begin{align*}
& \sum_{j=1}^{n} c_{j} x_{j} \rightarrow \max  \tag{1}\\
& \sum_{j=1}^{n} a_{i j} x_{j} \leq b_{i}, i=\overline{1, m}  \tag{2}\\
& x_{j}=1 \vee 0, j=\overline{1, n} \tag{3}
\end{align*}
$$

where $c_{j}>0, a_{i j} \geq 0, b_{i}>0, j=\overline{1, n}, i=\overline{1, m}$.
Here we accept the following notation:

$$
P_{j}=\left(a_{1 j}, a_{2 j}, \ldots, a_{m j}\right)^{T}, \overrightarrow{O A}=P_{0}=\left(b_{1}, b_{2}, \ldots, b_{m}\right)^{T}, \overrightarrow{B A}=Y=P_{0}-\sum_{j=1}^{n} P_{j}
$$

where $Y^{0}=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ and $y_{i}=b_{i}-\sum_{j=1}^{n} a_{i j}, i=\overline{1, m}$.
For understanding of essence of the offered method we will consider geometrical representation of problem (1)-(3) in case $m=2$.


Picture 1 The vecorial reprezentation of BPP with two constraints

Commonly one may accept that substituting an optimal solution of problem (1)-(3) in system (2) the right side value of system will be closer to point $\mathbf{A}$ from inside. Therefore, we must construct a process of solution where the $\operatorname{sum} P_{j_{1}}+P_{j_{2}}+\ldots+P_{j_{k}}$ will be closer to point $\mathbf{A}$. Taking

$$
x_{j}=\left\{\begin{array}{l}
1, j \in \omega=\left\{j_{1}, j_{2}, \ldots, j_{k}\right\} \\
0, \text { otherwise }
\end{array}\right.
$$

we construct a solution of the problem (1)-(3). We will use the following concept for finding all number which belong or not belong to the set $\omega$ : we can select as less vectors $P_{j}(j=\overline{1, n})$ which have a little angle with the vector $B A$ to get the nearest side of the point $A$ as it possible and accept $x_{j}=0$. It means that we don't include all numbers $j$ to the set $\omega$. In the other hand, we can select as more vectors $P_{j}(j=\overline{1, n})$ which have a little angle with vector $\overrightarrow{O A}$ as it possible and accept $x_{j}=1$. In other word we include them to the set $\omega$. The main goal of this concept is that in the approximate solution of the problem (1)-(3) will be more unite than zero.

Notice that in the solution process we should take into account maximization process the value of function (1). For this purpose we can select and include to the set $\omega$ the vector $P_{j *}$ which have a little angle with vector $\overrightarrow{O A}$ and give the maximal added value to the function or we can not select and hence can not include to the set $\omega$ the vector $P_{j^{*}}$ which have a little angle with vector $\overrightarrow{B A}$ and give the minimal added value to the function.

If the angles between vectors $P_{j}$ and $\overrightarrow{O A}$ or $P_{j}$ and $\overrightarrow{B A}$ receive a little value then the value of $\cos \left(P_{j}, \overrightarrow{O A}\right)$ and $\cos \left(P_{j_{*}}, Y^{0}\right)$ will be greater, where

Then we can select the following criteria for defining the number $j_{*}$ for including or not including to the set $\omega$ :

$$
\begin{equation*}
j_{*}=\operatorname{arq} \max \left\{\max _{j}\left(c_{j} \cos \left(P_{j}, \overrightarrow{O A}\right)\right), \max _{j}\left(\frac{\cos \left(P_{j}, Y^{0}\right)}{c_{j}}\right)\right\} \tag{4}
\end{equation*}
$$

Notice that in the start of calculation we accept $\omega=\{1,2, \ldots, n\}$. If $j_{*}=\operatorname{arq} \max _{j \in \omega}\left\{c_{j} \cos \left(P_{j}, \overrightarrow{O A}\right)\right\}$ then we check the condition $a_{i j_{*}} \leq b_{i}$ for all $i=\overline{1, m}$. If this condition is satisfied for $\forall i(i=\overline{1, m})$ then $x_{j_{*}}=1, b_{i}:=b_{i}-a_{i j_{*}},(i=\overline{1, m})$, otherwise we accept $\quad x_{j_{*}}=0 ; \omega=\omega \backslash\left\{j_{*}\right\}$. If we find $j_{*}=\operatorname{arq} \max _{j \in \omega}\left\{\frac{\cos \left(P_{j}, \overrightarrow{Y^{0}}\right)}{c_{j}}\right\}$ then we accept
$x_{j_{\bullet}}=0, \omega:=\omega \backslash\left\{j_{*}\right\}$ and from the condition $y_{i}=b_{i}-\sum_{j \in \omega} a_{i j}$ we calculate the new value $y_{i}$ $(i=\overline{1, m})$. If $y_{i} \geq 0$ for $\forall i(i=\overline{1, m})$, then we accept $x_{j}=\left\{\begin{array}{l}1, j \in \omega \\ 0, \text { otherwise }\end{array}\right.$ and the vector $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ will be suboptimal solution of the problem (1)-(3). Hence the solution process is stopped. If for some $\exists i(i=\overline{1, m})$ is satisfied the condition $y_{i}<0$, then from condition (4) we find a new number $j_{*}$. Then the calculation process to go on as above mentioned rules.

Notice that this presented method is generalization of method [5].
We create computer program for suggesting method and carried out computing experiments. The result of computing experiments is given in the table.

| $m \times n$ | $10 \times 100$ | $10 \times 200$ | $10 \times 1000$ | $50 \times 100$ | $50 \times 200$ | $50 \times 1000$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{1}$ | 3 | 3 | 4 | 2 | 2 | 1 |
| $N_{2}$ | 7 | 6 | 6 | 7 | 6 | 9 |

Here $m$ be number of constraints, $n$ be number of variables, $N_{1}$ and $N_{2}$ be the number of best solutions giving the method from work [5] and suggested method. As we see from the table the presented method be better then the method from work [5].
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