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Discrete storage processes, given by a sum of random variables on Markov and semi-Markov 
processes, are approximated by the Poisson compound processes on increasing time intervals. 

 
Introduction. Renewal storage process (RSP) defined by a sum of independent 

identically distributed random variables 1, ≥nnα  taking values in Euclidean space dR  

0,)(
)(

1
≥+= ∑

=

tut
t

n
n

ν

αρ , 

where the counting renewal process 
{ } 0≥≤= ttnt n ,:max)( τν , 

is defined by renewal moments ( )00 0 =≥ ττ ,nn  on real line [ )∞+=+ ,0R . 
RSP has various interpretations in applications [1–3].  

 The main problem is to investigate the behavior of the RSP on increasing time intervals 
as . ∞→t
 An effective method is to introduce the parameter series ( )00 >→ εε  in such a way 
that the limit theorems for stochastic processes may be used [1–5]. 
 Asymptotic analysis of random evolution process is the most effective approach to get 
limit result for RSP in the series scheme. 
 The theorem of Poisson approximation for RSP is realized under different assumptions 
for the renewal process 0≥tt),(ν , droved by Markov or semi-Markov processess. 
 
1.1. Renewal processes with Poisson jumps. 

Storage processes (SP) in the series scheme with small parameter series 
( 00 >→ )εε     are given by relation 
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where the counting process 

   , { } 0,0,,:max)( 0
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defined by i.i.d. random variables 0, ≥kkθ  with the distribution function 
( ) 00 =≤= )(,)( GtPtG kθ . 

 The random variables , take values at the real line (or in ). The 
Poisson approximation conditions (PAC) (see [1, Ch. 7]) are given for the distribution functions 

1, ≥nn
εα 1, >dRd

{ } RuuPu n ∈<=Φ ,)( εε α . 
PAC 1: Approximation of distribution functions: 
                      [ ] ( )RCugduug gg

R
3)(,)()( ∈+Φ=Φ∫ εε θε , 

( )RC3  is the measure determining class: 

∫ Φ=Φ
R

g duug )()( ; 
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PAC 2:  Approximation of mean values: 
   [ ] [ ]εεεε θεθε c

R
a

R

cduuaduu +=Φ+=Φ ∫∫ )(,)( 2 . 

The negligible terms 
    0→•

εθ  when   0→ε . 
 
 Theorem 1. Under the conditions PAC 1-2 the weak convergence 

0),()( 0 →⇒ ερρε tt  
takes place. 
 
 The limit compound Poisson process  
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 The distribution functions ( )uPu n <=Φ 0
0 )( α  of i.i.d. random variables , 

defined by the relation 
1,0 ≥nnα

(1.3)   ( ) ( )Rduugg g
R

k ΦΦ=Φ=Ε ∫ )()( 00α . 

The counting Poisson process , is given by the intensity 0),(0 ≥ttν
(1.4)  ( ) ( )RqqRqqtqt Φ=ΛΕ=Λ=Φ==Ε :,1,,)( 00

0 θν . 
The parameter of counting drift  
(1.5)    ( ) 000

kaaaqb αΕ=Λ−= , . 
 Remark 1. The limit compound Poisson process (1.2) can be represented as follows  
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( ) ( ) 0
00 qaaaqaqb n =Λ−=ΛΕ−= α . 

 Remark 2. The intensity Λ= qq0  is proportional to average intensity of the renewal 
moments and the intensity  of big jumps of the sum (1.1). Λ

Remark 3.  Under the conditions PAC 1-2 the small jumps )( 0aε  are transformed into 

continuous drift, and the big jumps  are get as jumps of the limit compound Poisson 
process. 

)( 0a

 
1.2. Predictable characteristics of storage process (see [1, Ch. 7; 4]). 

It is easy to calculate the predictable characteristics of the storage process (1.1) [4] 
( )[ ]εε θεεν battB +=)( , 

( )[ ]εε θεεν ccttC +=)( , 

( )[ ]εε θεεν ggg tt +Φ=Φ )( . 
According to renewal theorem [7, Ch. 9]. 

( ) qtt ⇒εεν ,  θε Ε=→ 1,0 q . 
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 Under the conditions of Theorem 1 we have the following limit results for 0→ε : 
tqtqtqcttCqattB ggg

0)(,)(,)( ΛΦ=Φ⇒Φ⇒⇒ εεε . 

( ) tduugqtduugqtqt
RR

gg ∫∫ ΦΛ=Φ=Φ⇒Φ )()()()( 0ε . 

 Here ( ) )(:;)()(0 RRdudu Φ=ΛΦΦ=Φ . 

 Now the predictable characteristics  
define the limit compound Poisson process with the drift: 
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or, another view, is (1.2) with  
( ) ∫ Φ=Ε=Λ−=

R
n duuaaaqb )(0000 α  

 
 2.1. Storage process at Markov process. 
 Markov storage process (MSP) in a series scheme is defined as follows 
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where Markov process ( ) 0, ≥ttκ , at a standard phase space ⎟
⎠
⎞⎜

⎝
⎛ ε,E  is given by a 

generator [1, Ch. 1]  
(2.2)     ( )[ ]∫ −=

E

xydyxPxqxQ )()(,)()( ϕϕϕ . 

 Counting process 
(2.3)    { } 0,,:max:)( 11 ≥+=≤= ++ ntnt nnnn θτττν , 
and renewal moments nθ  are defined by conditional distribution functions 

(2.4)   ( ) { } ExtextPtPtG txq
nnxx ∈≥−==≤=≤= −

+ ,0,1:)( )(
1 κθθ . 

 The embedded Markov chain (EMC) 0, ≥nnκ  is defined by a stochastic kernel 

(2.5)   ( ) ( ) εκκ ∈∈=∈= + BExxBPBxP nn ,,, 1 . 

We suppose that the EMC is uniformly ergodic with the stationary distribution ( ) ερ ∈BB , . 

 The family of random variables  is defined by a family of 
distribution functions 

1,),( ≥∈ nExxn
εα

(2.6)       ( ) ExRuuxPu nx ∈∈<=Φ ,,)()( εε α . 
 The conditions of Poisson approximation are also supposed [1, Ch. 7]: 
PAC1:         [ ] ( ),)(,)()()()( 3 RCugxxduug gg

R
x ∈+Φ=Φ∫ εε θε  

PAC2:   [ ])()()( xxaduu a
R

x
εε θε +=Φ∫ [ ])()()(2 xxcduu c

R
x

εε θε +=Φ∫  

with the negligible terms  0)(sup →•
∈

x
Ex

εθ ,  0→ε . 

 
 Theorem 2.  Under the conditions PAC 1-2 the storage process (2.1) converges weakly 
to a compound Poisson process 
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 Distribution function ( )uPRuu n <=ΦΦ=Φ 00 )()()( α  of i.i.d. random variables 

, is defined as  1,0 ≥nnα

( )RCgduugxudxqu
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xg
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x 3,)()()(,)()()( ∈Φ=ΦΦ=Φ ∫∫ ρ . 

 The compound Poisson process  is given by the intensity 0),(0 ≥ttν
)(:,,)( 00

0 Rqqtqt Φ=ΛΛ==Εν . 
 The velocity of continuous drift  

( ) 000 , naaaqb αΕ=Λ−= . 
 The average intensity of Markov process 

( ) )()(,)()( dxqxqdxxqdxq
E

ρππ == ∫ , 

where  επ ∈BB),(  is the stationary distribution of Markov process 0≥tt),(κ . 
 
 2.2. Predictable characteristics of Markov storage process (MSP). 
 According to the theorem about the representation of semimartingale (see [4, Ch. 2]), 
predictable characteristics of MSP are given as: 
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where { } 1,1,:1 ≥−≤=− nnrF rn κσ  is a family of σ -algebras. 
 According to the main assumptions PAC 1-2, the predictable characteristics of MSP 
have the following view  
(2.9)             , )()()(,)()()( 000 ttCtCttBtB b

εεεεεε θθ +=+=

)()()( 0, ttt ggg
εεε θ+Φ=Φ . 

 Де головні частини є нормалізованими процесами приростів  
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 Now the weak convergence of predictable characteristics (2.8) is equivalent to the weak 
convergence of normalized processes with increments (2.10) that follows from the Theorem 3.2 
[1] . Limit predictable characteristics are the following: 
(2.11)                   , tttctCtatB gg

000000 )(,)(,)( Φ=Φ==
where 
(2.12)               . ΛΦ=ΦΦ=Φ== 0000

gggg qqccqaa ,,,

(2.13)         . ∫∫∫ Φ=Φ==
E

gg
EE

xdxxcdxcxadxa )()(,)()(,)()( ρρρ

Predictable characteristics (2.11)-(2.13) define the limit compound Poisson process (2.7). 
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3.1. Semi-Markov storage process (SMSP). 
SMSP in a series scheme is defined by a correlation (as in  (2.1)) 
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with semi-Markov switching process 0),( ≥ttκ , that is defined by a semi-Markov kernel 
[1, Ch. 1] 
(3.2)  ( ) ( ) 0≥∈∈= tBExtFBxPtBxQ x ,,,)(,,, ε / 
 Stochastic kernel ( ) ε∈∈ BExBxP ,,,

0, ≥nn

 defines the transition probabilities of 
embedded Markov chain κ  . 
 Counting process 
(3.3)  { } 0,:max)( ≥≤= ntnt nτν  
is defined by renewal moments 
   0,11 ≥+= ++ nnnn θττ  
where the times between renewing 0,1 ≥+ nnθ  are defined by conditional distribution 
functions 
(3.4)  ( ) ( )tPxtPtF xnnx ≤==≤= + θκθ :)( 1 . 

The main assumption is that SMP 0),( ≥ttκ  is uniformly ergodic with stationary 
distribution ( ) επ ∈BB , , that satisfies the correlation  
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where the averaged intensity  
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 Stationary distribution ( )dxρ  of EMC 0, ≥nnκ  satisfies the correlation 

   ( ) ( ) 1,,,)()( =∈= ∫ EBBxPdxB
E

ρρρ ε . 

 The family of random variables  that are independent in 

general, is defined by the distribution function  

1,),( ≥∈ nExxn
εα

( )dux ∈)Pdu nx =Φ ()( εε α . 
 Theorem 3. The conditions of Poisson approximation are the following: 
PAC 1:  [ ] [ ]∫ ∫ +=Φ+=Φ

R
c

R
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PAC 2:  [ ] ( )RCugxxduug gg
R

x 3)(,)()()()( ∈+Φ=Φ∫ εε θε  

   . ∫ Φ=Φ
R

xg duugx )()()(

 Under the conditions  PAC 1-2 the following weak convergence 
   ,  )()( 0 tt ρρ ε ⇒ 0→ε  
takes place. 

 The limit compound Poisson process  is defined by its predictable characteristics  )(0 tρ
(3.7)    tqttctCtbtB gg Φ=Φ== )(,)(,)( 00000
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3.2. Predictable characteristics of SMSP (3.1) have the following view: 
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 According to the assumptions PAC 1-2 predictable characteristics (3.9) are the 
following 
(3.10) 
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and negligible terms  0)( →• tεθ  when 0→ε . 

Now the process of increments (3.11) at Markov chain 0, ≥nnκ  converges weakly 
at 0→ε  according to Theorem 3.2. [1, Ch. 1] 
(3.12)   . tttctCtatB gΦ⇒Φ⇒⇒ )(,ˆ)(,ˆ)( 000

εεε

Under the conditions PAC 1-2 and main assumptions the following weak 
convergence of predictable characteristics takes place: 

tttctCtbtB gg Φ⇒Φ⇒⇒ )(,)(),()( 00 εεε  

where  and  are defined in (3.7)–(3.8). 00 , cb gΦ

 The limit predictable characteristics define the limit compound Poisson process  
in Theorem 3 with predictable characteristics (3.7). 
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4. Storage processes at superposition of two renewal processes. 

4.1. The superposition of two renewal processes is given by two sequences of sums (see 
[2, Ch. 1]) 
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of i.i.d. positive random variables , defined by distribution functions 2,1,1,)( =≥ iki
kθ

{ } 2,1=,0)0(,)( )( =≤= iPtPtP i
i

ki θ . 
 The superposition of two renewal processes is defined by a sum 
(4.2)    )()()( 21 ttt ννν += , 
where { } 2,1,:max)( )( =≤= itnt i

ni τν .  
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The superposition of two renewal processes (4.2) may be described using a semi-
Markov process 0),( ≥ttκ  at a phase space  

{ } xxiixE i
ix ∧=>== )(,0,2,1, θθ . 

 The first integer component i stands for an index of renewal moment, the second 
continuous component  stands for the time left till the moment of renewing with another 
index. The embedded Markov process 

0>x
( ) 0, ≥= nnn τκκ , is defined by a transition 

probability matrix (see [2,  Par. 1.2.4]) 
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 The distinguishing specialty of embedded Markov chain 0, ≥nnκ , with transition 
probabilities (4.3) is its ergodicity with the stationary distribution 
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 The storage process at superposition of two renewal processes is defined in an ordinary 
way  
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i.i.d. random variables  are defined by distribution functions  Exxn ∈),(εα
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that satisfy Poisson approximation conditions: 
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 Corollary 1.  Under the conditions PAC 1-2 the weak convergence 
)()( 0 tt ρρε ⇒ ,  0→ε  

takes place. 
 The limit compound Poisson process , is defined by its predictable 
characteristics 
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Conclusions 

1) Asymptotic behavior of stochastic storage processes with critical jumps in random media, 
described by Markov or semi-Markov processes, at increasing time intervals are approximated 
by compound Poisson process with continuous drift.   
2) Critical stochastic events like catastrophes, large payments, etc. take place by an exponential 
distribution of event’s time. Thus, in the models of stochastic storage processes studied here the 
forecast of critical events is impossible. Only statistical estimation of the intensity of critical 
events is possible. 
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